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Geometric approach to the Diophantine equation

x2 + xy � y2 = m

Norbert Hungerbühler and Maciej Smela

Abstract. We investigate the Diophantine equation x
2 + xy � y

2 = m, for m 2 Z given, from a geometric point of view.
The hyperbola given by the equation carries a known group structure, which we interpret in four di↵erent ways, firstly with
the familiar parallel line construction. It turns out that the group defined by this construction corresponds to the restriction
of a group operation on R2, which is induced by the number field Q(

p
5). In this way, the group operation can be described

using lean formulae. We also find a parametrisation of the hyperbola that is compatible with the group operation. This
result is analogous to the fact that the parametrisation of a cubic curve using the Weierstrass }-function is compatible with
the group structure of the elliptic curve. A fourth interpretation of the group structure is based on a geometric observation
about the orientated area of triangles with one vertex in the origin and two vertices on the hyperbola. Our parametrisation
allows to define intervals whose images are regions Fm on the hyperbola such that any integer solution is uniquely given by

±
⇣

2 �1
�1 1

⌘⇣
x
y

⌘
for

⇣
x
y

⌘
2 Fm. We also expand the considerations for solvability in Cohn [Coh78] of binary quadratic

forms obtained from quadratic number fields and give descriptions of the integer solutions to x
2+xy�y

2 = m using the ideals
in the number field Q(

p
5).
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1. Introduction

We investigate the Diophantine equation

x
2 + xy � y

2 = m, (1.1)

for m 2 Z given. We define the sets PS(m) := {(x, y) 2 S
2 : x2 + xy � y

2 = m} for m 2 R and
S ✓ R. In particular, PR(m),PQ(m), and PZ(m) are the sets of real, rational, and integer solutions
of (1.1).

For givenm 2 R,m 6= 0, equation (1.1) represents a hyperbola in the real plane. In Section 2 we
will describe a parametrisation of these curves which will be used later to analyse a group structure
on the curve, similar to the case of an elliptic curve which is parametrised by the Weierstrass }-
function.

Note that x2 + xy � y
2 is a binary quadratic form. Such forms have been widely studied, for

example in Buell [Bue89] and Cohn [Coh78]. Of particular interest are the integer solvability and
solutions of such equations and especially primitive integer solutions, that is solutions (x, y) 2 Z2

with gcd(x, y) = 1. We will denote the set of the primitive integer solutions of (1.1) by Ppr
Z (m).

In [OSIS24a] the sequence of integers m is given for which primitive integer solutions exist.
Lang [Lan19] proved a conjecture in [OSIS24a, Conjecture] which we rephrase slightly here as
follows.

Theorem 1.1. [OSIS24a, Conjecture] Equation (1.1) has primitive integer solutions exactly for
those integers m whose prime factorization has prime factors which are ⌘ 0,±1 mod 5 and at most
one factor 5.

For the case of general integer solutions the following is known.

Theorem 1.2. [OEIS24b, “Formula”] Equation (1.1) has integer solutions exactly for those
integers m in which primes ⌘ 2 or 3 mod 5 occur with even exponents.
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In Section 3 we give alternative proofs for both theorems using the theory of number fields
with tools from Pink [Pin24] and inspired by Cohn [Coh78]. Indeed, Cohn explains the solvability
of binary quadratic forms

QD :=

8
<

:

x
2
�Dy

2 if D 6⌘ 1 mod 4,

x
2 + xy +

1�D

4
y
2 if D ⌘ 1 mod 4,

obtained from quadratic number field norms. In particular, Cohn proves the following.

Theorem 1.3. [Coh78, Theorem 3.14] If OQ(
p
D) is factorial, then for primes p - 2D,

p =

8
<

:

QD(x, y)
or

�QD(x, y)

9
=

; () m
2
⌘ D mod p is solvable for m 2 Z.

This gives the connection of the problem to number fields. From this Cohn obtains the special
case of Theorem 1.1 for m = p prime:

p = x
2 + xy � y

2
() p = 5 or p ⌘ ±1 mod 5

in [Coh78, Equation 3.18f]. Additionally, Cohn explains the connection between the solvability of
QD(x, y) = ±p for p prime and the principal prime ideals in OQ(

p
D) [Coh78, Section 14]. We will

carry out a similar but more general analysis in Section 3.A for the equation x
2 + xy � y

2 = m.
In Corollary 3.5 we work out the ideal structure in the ring of integers OQ(

p
5) in detail. In

Theorem 3.13 we describe the integer solutions of (1.1) using ideals in the ring of integers OQ(
p
5)

utilizing some general results and approaches from [Pin24]. For this we use the concept of a
primitive ideal as in [Coh78, Definition 14.11] to describe the sets of primitive solutions. Also
from Theorem 3.13 we derive Theorem 3.14 which combines Theorem 1.1 and Theorem 1.2. We
then apply Theorem 3.13 to give descriptions of the (primitive) integer solutions of (1.1). First, in
Theorem 3.15 we give a characterisation of PZ(m) using what we call norm-m-generators. Second,
in Theorem 3.16 we explain the solutions as “built up” from integer solutions to the equations
x
2 + xy � y

2 = p for the prime factors p of m.
The problem of describing the integer solutions can also be approached geometrically. This is

done by Lemmermeyer for example in [Lem21] using an operation on the solution sets and Vieta
jumping. In Section 4 we give a di↵erent geometric approach to the integer solutions using the
parametrisation of the hyperbolas given by (1.1) from Section 2. With this strategy we will be
able to localise integer solutions on “intervals” of PR(m), where representative integer solutions
can be found in the sense that all other solutions can be obtained from them. This is done in the
Propositions 4.2 and 4.3.

In Section 5 we define an operation on the sets PR(m) for fixed m 2 R in several
di↵erent ways starting from a geometric approach by Lemmermeyer ([Lem18], [Lem03], [Lem12]).
Lemmermeyer’s construction is as follows.

Definition 1.1. [Lem03, Section 1.1] Let C be a non-degenerate conic over a field F and fix a
rational point N on C. The sum A�N B of two rational points A,B on C is given as

• the “other” intersection with C of the line parallel to AB and through N if A 6= B,

• the “other” intersection with C of the line parallel to the tangent to C at A and through N if
A = B.

It is known that this defines a group structure as in [Lem03] and Shirali [Shi09]. A detail worth
noting is the associativity which follows from Pascal’s hexagon theorem. Such an operation has
also been considered in [Bel21] as a group law for cryptographic applications. Additionally, the
following is known.
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Theorem 1.4. [Shi09, p. 6 Conclusion] The group (C,�N , N) as in Definition 1.1 is

• isomorphic to the group (R/Z,+) if C is a circle or an ellipse,

• isomorphic to the group (R,+) if C is a parabola,

• isomorphic to the group (R⇥
, ·) if C is a hyperbola.

In [Lem21], Lemmermeyer studies the integer points on some conics in connection with this
operation. For instance, Lemmermeyer considers the Fibonacci Hyperbola x

2
� xy � y

2 = 1 and
shows that if there are two known distinct integer points, then there are infinitely many integer
points on it and they are given as � multiples of (2, 1) or their negatives. We use a di↵erent
approach in Section 4 that does not require knowledge of two solutions. We will also give various
views on the group operation using the construction in Definition 1.1: An algebraic approach based
on number fields, a di↵erent geometric construction using triangle areas, and a connection with
the parametrisation in Section 2. We also obtain an explicit formula for the algebraic operation
in Lemma 5.1. In Theorem 5.2 we show that these views are equivalent. Finally, in Theorem 5.2
and Corollary 5.5 we explain the abstract group structure proving Theorem 1.4 for the hyperbola
x
2 + xy � y

2 = m.

2. Parametrisation of the curve x2 + xy � y2 = m

The curves in R2 which are described by the quadratic equation x
2+xy� y

2 = m, for 0 6= m 2 R,
are hyperbolas. We need the following functions to obtain a suitable parameterisation of these
curves:

Xm(t) :=

(p
2m

�
A cosh(t)�B sinh(t)

�
/51/4 if m > 0,p

2|m|
�
�B cosh(t)�A sinh(t)

�
/51/4 if m < 0,

Ym(t) :=

(p
2m

�
B cosh(t) +A sinh(t)

�
/51/4 if m > 0,p

2|m|
�
A cosh(t)�B sinh(t)

�
/51/4 if m < 0,

where A =
q

1
2 + 1p

5
and B =

q
1
2 �

1p
5
. It is then elementary to check that

Pm : R ! R2
, t 7!

✓
Xm(t)

Ym(t)

◆
,

parametrises one, and �Pm the other branch of the hyperbola given by (1.1), as illustrated
in Figure 1. We will see later that this parametrisation is compatible with the group structure on
the curves. We note that we have X�|m| = �Y|m| and Y�|m| = X|m| and so P�|m| = R±P|m|, where

R± is the matrix
�

0 �1
1 0

�
, that is P�|m| is P|m| rotated by ⇡/2 counter-clockwise.

Figure 1: Plots of x2 + xy � y
2 = m for m = 5, 0,�5. The arrows indicate the direction in

which the curves are travelled under the given parametrisation. The right branch or the upper
branch of the hyperbola is parametrised by Pm, the other branches by �Pm.
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It is convenient to combine the parametrisation of both branches and consider the bijection

Pm : {±1}⇥ R ! PR(m), (s, t) 7! sPm(t).

Remark 2.1. (The case m = 0). We note that x2 + xy � y
2 has the factorization

x
2 + xy � y

2 =
�
x+ �y)

�
x+ (1� �)y

�
.

Here, and in what follows, � = (1 +
p
5)/2 denotes the golden ratio. Hence, for m = 0, the curve

x
2 + xy� y

2 = 0 corresponds to the two green lines in Figure 1 which are the asymptotes common
to all hyperbolas in the family.

Next, we identify some special points on PR(m) and how this is expressed using the
parametrisation above.

Proposition-Definition 2.1. (Special points on PR(m)). Fix m 2 R>0. Then for t 2 R we have

• Xm(t) = Ym(t) () t = t
(+)
X=Y

:= 3
2 ln(�) ⇡ 0.721818 and we have Pm(t(+)

X=Y
) = (

p
m,

p
m).

• If x0 � 2
p
m/5, then Xm(t) = x0 () t = 1

2 ln(�) + ln(
p

5x20 ±
p
5x20 � 4m)� ln(2

p
m).

• For y0 2 R it holds that Ym(t) = y0 () t = �
1
2 ln(�)+ ln(

p
5y0 +

p
5y20 + 4m)� ln(2

p
m),

and in particular Ym(t) = 0 () t = t
(+)
Y=0 := �

1
2 ln(�) and we have Pm(t(+)

Y=0) = (
p
m, 0).

For m < 0 similar results can be formulated using the relations X�|m| = �Y|m| and Y�|m| = X|m|.

Proof. We just prove the condition for Xm(t) = Ym(t). We rewrite this as

0 = Xm(t)� Ym(t) =
p
2m ((A�B) cosh(t)� (A+B) sinh(t)) /51/4.

The solutions t to this equation satisfy t 2 {ln(±
p

�(A�B)2 + (A+B)2/(2B))}. Only the “+”

solution is real and one can check that it simplifies to t = ln
⇣ p

2
2·51/4B

⌘
= 3/2 ln(�).

Next, we give some properties of the functions Xm, Ym, Pm.

Lemma 2.2. Let � := 1+
p
5

2 . Then for any m 2 R>0 the function Ym : R ! R is strictly
increasing and bijective. Moreover, the function Xm satisfies X 00

m = Xm and has a global minimum

at t = t
(m)
min

:= 1
2 ln(�) and we have Pm(t(m)

min
) =

p
m

5 · (2, 1). In particular, Xm = X
00
m > 0 and

Pm(t(m)
min

) lies on the line y = 1
2x. For m 2 R<0 analogous results can be obtained using the relations

X�|m| = �Y|m| and Y�|m| = X|m|.

Proof. Let m > 0. We just show that Ym is strictly increasing. This holds as the derivative

Y
0
m is positive. Indeed, we have Y

0
m(t) =

p
2m

2·51/4
�
(A+B)et + (A�B)e�t

�
, which is positive since

A+B > 0 and A�B > 0. The other properties can also be easily shown when the functions are
expressed using exponentials.

We will frequently use the following matrices which map PR(m) to itself:

A(⇤) :=

✓
1 0
1 �1

◆
, K :=

✓
1 1
0 �1

◆
, A1 :=

✓
2 �1
�1 1

◆
.

Indeed, the matrices all have non-zero determinants and so define bijective maps. Moreover,
if (x0, y0) 2 PR(m) then also X

�
x0
y0

�
2 PR(m), for X 2 {A(⇤),K,A1}. For example, we have

A(⇤)
�

x0
y0

�
=

�
x0

x0 � y0

�
, and x

2
0 + x0(x0 � y0)� (x0 � y0)2 = x

2
0 + x0y0 � y

2
0 = m. For the other two

matrices this can also be directly verified. Note that these matrices have the following properties.

• A
2
(⇤) = I2 = K

2 and so A
�1
(⇤) = A(⇤) and K

�1 = K. • A1 is symmetric.

• A(⇤) and K are not symmetric but we have A
T

(⇤) = K. • A1 = KA(⇤).
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3. Integer solutions of x2 + xy � y2 = m

For completeness we start with the case m = 0. It follows immediately from Remark 2.1 that the
only rational point on the curve x

2+xy� y
2 = 0 is the point (0, 0). Thus, in the following we will

mostly consider m 6= 0.

3.A. Connecting solutions to x2+xy� y2 = m and elements in OQ(
p
5) of norm m

In this section we describe the integer solvability and integer solutions of x2 + xy � y
2 = m using

number fields based on but adapted from [Coh78] and using results from [Pin24]. For this we
consider the quadratic number field K := Q(

p
5). It is real quadratic with the two real embeddings

given by the mappings
p
5 7! ±

p
5. Moreover, it is known that the ring of integers is

OK = Z[�] = {x+ y� : x, y 2 Z}, for the golden ratio � := (1 +
p
5)/2,

and the discriminant of K is equal to 5. Additionally, it is known that OQ(
p
5) has class number

equal to 1 and is therefore a PID.
The main reason why we are interested in this number field is the following key observation

from [Coh78]. The norm NQ(
p
5)/Q in the number field Q(

p
5) is given by

NQ(
p
5)/Q(x+ y�) = x

2 + xy � y
2
, (3.2)

for x, y 2 Z.

Consequence 3.1. We obtain a bijection:

PZ(m) ! {z 2 OQ(
p
5) : NQ(

p
5)/Q(z) = m}, (x, y) 7! x+ y�. (3.3)

Recall that the absolute norm of a principal ideal (a) is equal to the absolute value of the norm
of the element a, that is N((a)) = |NQ(

p
5)/Q(a)|. With this we have the following.

Lemma 3.1. The following statements are equivalent.

(a) There exists an integer solution to x
2 + xy � y

2 = m.

(b) There exists an element x+ y� 2 OQ(
p
5) of norm equal to m.

(c) There exists a principal ideal (x+ y�) ✓ OQ(
p
5) of absolute norm equal to |m|.

(d) There exists an ideal I ✓ OQ(
p
5) of absolute norm equal to |m|.

Proof. “(a) ) (b)”: By equation (3.2) the element x+y� has norm x
2+xy�y

2 = m. “(b) ) (c)”:
The absolute norm of the principal ideal (x+ y�) is |N(x+ y�)| = |m|. “(c) ) (d)”: A principal
ideal of absolute norm equal to |m| is in particular an ideal. “(d) ) (a)”: Suppose I is an ideal
of norm equal to |m|. Then as OQ(

p
5) is a principal ideal domain, we can write I = (x + y�)

for some x + y� 2 OQ(
p
5). Moreover, |N(x + y�)| = N((x + y�)) = N(I) = |m|. Thus,

x
2+xy�y

2 = N(x+y�) 2 {±m}. If x2+xy�y
2 = m we are done. Otherwise, x2+xy�y

2 = �m.
But then, (�y, x) satisfies (�y)2 + (�y)x� x

2 = m.

In particular, by Lemma 3.1 the equation x
2 + xy� y

2 = m has integer solutions if and only if
an ideal of norm equal to |m| exists. Therefore we will describe the ideals in Q(

p
5) in Section 3.E.
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3.B. A ring structure on R2

Motivated by (3.3) we observe that since �2 = � + 1 we have

(x+ y�)(u+ v�) = xu+ (xv + yu)� + yv�
2 = xu+ yv + (xv + yu+ yv)�,

for any x, y, u, v 2 R. This leads us to define the following.

Definition 3.2. Let (x, y), (u, v) 2 R2. Set

(x, y)� (u, v) := (x+ u, y + v) 2 R2
,

(x, y)� (u, v) := (xu+ yv, xv + yu+ yv) 2 R2
.

We also define
(x, y)�k := (x, y)� . . . (k times) . . .� (x, y)

for k 2 Z>0 and (x, y)�0 := (1, 0). For k 2 Z<0 and if x2 + xy � y
2
6= 0 we set

(x, y)�k :=

✓
x+ y

x2 + xy � y2
,

�y

x2 + xy � y2

◆�(�k)

.

In particular, by Lemma 3.3 below the element (x, y)�(�1) is the inverse of (x, y) with respect to
�. Additionally, if (u, v) /2 PR(0) we set

(x, y) :⇤ (u, v) := (x, y)� (u, v)�(�1)
.

In accordance with (3.2) we define the norm

N ((x, y)) := x
2 + xy � y

2
,

for (x, y) 2 R2, writing sometimes just N(x, y), and the conjugate (x, y) := (x+ y,�y).

For (x, y) 2 Z2 we have N(x, y) = NQ(
p
5)/Q(x + y�) and (x, y) corresponds with (3.3) to

�(x + y�) for � 2 HomQ(Q(
p
5),C) given by

p
5 7! �

p
5. This leads directly to the following

result.

Proposition 3.3. The tuple (R2
,�, 0� = (0, 0),�, 1� = (1, 0)) is a commutative unitary ring with

1� 6= 0�. It contains the commutative unitary subrings (Z2
,�, 0�,�, 1�) and (Q2

,�, 0�,�, 1�).

A direct computation shows the following.

Lemma 3.2. The norm on R2 as in Definition 3.2 is multiplicative, in the sense that

N((x, y)� (u, v)) = N(x, y)N(u, v),

for any (x, y), (u, v) 2 R2.

As a consequence of Lemma 3.2 we see that (R2
,�,�) is not a field as no element of PR(0) can

have an �-inverse since N((1, 0)) = 1. However, using Proposition 3.3 and Lemma 3.2 the next
lemma is easily verified.

Lemma 3.3. The tuples (R2
\ PR(0),�, 1� = (1, 0)) and (Q2

\ PQ(0),�, 1� = (1, 0)) are abelian
groups. Moreover, for (x, y) 2 R2

\ PR(0) the inverse element with respect to � is given by

(x, y)�(�1) =

✓
x+ y

x2 + xy � y2
,

�y

x2 + xy � y2

◆
.
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3.C. Connection to the matrices A1 and K

In this section we briefly explain how the matrices A1 and K from Section 2 are connected to the
product � and to the number field Q(

p
5). Indeed, let

�
x
y

�
2 R2. Then A1

�
x
y

�
=

�
2x � y
�x + y

�
. On

the other hand, we have (x, y) � (2,�1) = (2x � y,�x + y). In this sense, multiplying with the
matrix A1 corresponds to multiplying with (2,�1) with respect to �, which in turn corresponds
to multiplying x + y� with 2 � � = �

�2 in Q(
p
5). For the matrix K we have K

�
x
y

�
=

�
x + y
�y

�
.

This corresponds to conjugation in Q(
p
5) as the conjugate of x + y� is �(x + y�) = x + y � y�

for � 2 HomQ(Q(
p
5),C) given by

p
5 7! �

p
5.

3.D. Integer solutions to x2 + xy � y2 = ±1 and units in OQ(
p
5)

In this section, we give a description of the solutions to the equations x2+xy�y
2 = ±1 connected

to the set O⇥
Q(

p
5)

of units in the ring of integers OQ(
p
5) of the number field Q(

p
5).

Theorem 3.4. (Integer solution sets for m 2 {±1}). We have

PZ(+1) = {⇠(0, 1)�k : ⇠ 2 {±1}, k 2 Z even}, PZ(�1) = {⇠(0, 1)�k : ⇠ 2 {±1}, k 2 Z odd}.

Proof. By equation (3.3) the integer solutions to x
2 + xy � y

2 = 1 correspond bijectively to the
elements of OQ(

p
5) of norm 1. In the same way, solutions to x

2 + xy � y
2 = �1 correspond to the

elements of norm �1. Now, the units in OQ(
p
5) are exactly the elements with norm in Z⇥ = {±1}.

Moreover, it is known that � is a fundamental unit in OQ(
p
5), that is any element of norm ±1

is uniquely of the form ±�
k. Next, N(±�) = �1 and so by multiplicativity of the norm we have

N(±�k) = (�1)k. Thus, PZ(+1), PZ(�1) correspond to the even respectively odd powers of �
which correspond with equation (3.3) and the definition of � to the elements ±(0, 1)�k.

3.E. Ideals

In this section we work out the ideals in the ring of integers OQ(
p
5). We usually write principal

ideals using the notation xR = {xr : r 2 R} for x an element and R a ring. Sometimes we use the
notation (x) and then we always refer to the ideal xOQ(

p
5). For the readers convenience we start

by citing some well-known number theory results. Firstly, as OQ(
p
5) is a Dedekind ring, each ideal

a 6= (1) in OQ(
p
5) can be uniquely written as a product of non-zero prime ideals in OQ(

p
5). Thus,

we determine the prime ideals in OQ(
p
5) and for this we use the following.

Lemma 3.5. [Neu99, 44] Let K be a number field. Then every prime ideal p 6= 0 of OK contains
a rational prime number p and is therefore a divisor of the ideal pOK .

Now we describe the prime ideals in OQ(
p
5). This has been studied generally for quadratic

number fields for instance in [Pin24, Example 6.2.6] and [Con24]. In the special case of Q(
p
5) we

have the following.

Proposition-Definition 3.4. The non-zero prime ideals in OQ(
p
5) are exactly

a unique prime ideal q5 of norm 5,

two distinct prime ideals qp and q̄p of norm p, for p prime such that p ⌘ ±1 mod 5,

the unique prime ideal (p) of norm p
2
, for p prime such that p ⌘ 2, 3 mod 5.

Moreover, we have q25 = (5) and qpq̄p = (p) for p prime such that p ⌘ ±1 mod 5.
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Proof. From Lemma 3.5 we see that all prime ideals occur in the prime factorizations of the ideals
pOQ(

p
5) for all p 2 Z prime. Now, for p 6= 2 it is known (see for example [Pin24, Example 6.2.6])

that the prime factorization of the ideal pOQ(
p
5) is given by the Legendre symbol. We have

pOQ(
p
5) =

8
><

>:

q2p is totally ramified if
�
5
p

�
= 0,

qpq̄p is totally split if
�
5
p

�
= +1,

pOQ(
p
5) is inert if

�
5
p

�
= �1.

In particular,
�
5
p

�
= 0 if and only if p = 5 and this is the first claimed case so assume for the rest

p 6= 5. Now, as p 6= 2, 5 by Gauss’s quadratic reciprocity law we have
�
5
p

�
=

�
p

5

�
. Now,

�
p

5

�
= ±1

depending on whether p is a quadratic residue modulo 5. Indeed, p is a quadratic residue modulo 5
if p ⌘ ±1 mod 5 and it is not in the remaining cases p ⌘ 2, 3 mod 5. For the case p = 2(⌘ 2 mod 5)
one can deduce from the Dedekind-Kummer-theorem that 2OQ(

p
5) indeed remains prime as the

minimal polynomial of �, which is X2
�X � 1, is irreducible modulo 2.

Remark 3.6. The conjugation q̄ for the prime ideals in Proposition-Definition 3.4 is taken from
Conrad [Con24, Definition 4.20]. Indeed, for p prime, p ⌘ ±1 mod 5 we have �(qp) = q̄p, where
� 2 HomQ(Q(

p
5),C) is the conjugation map given by

p
5 7! �

p
5. This can be shown abstractly

as in [Pin24, Theorem 6.3.2] noting that Q(
p
5)/Q is galois.

Corollary 3.5. The non-zero ideals in OQ(
p
5) of a given norm m 2 Z>0 with prime factorization

m = 5�5p
�p1
1 · · · p

�pt
t

q
�q1
1 · · · q

�qs
s , for �⇤ 2 Z�0 and with distinct primes pi ⌘ ±1 mod 5, and qi ⌘

2, 3 mod 5, are precisely the ideals of the form

I
(m)
µ := q�5

5 q
µp1
p1 q̄

µ̄p1
p1 · · · q

µpt
pt q̄

µ̄pt
pt (q1)

�q1/2 · · · (qs)
�qs/2, with I

(1)
µ := (1), and

for µ⇤, µ̄⇤ 2 Z�0 such that µpj + µ̄pj = �pj and when �qj are even and none otherwise. Moreover, if

the �qj are even, then the ideals I(m)
µ , I

(m)
µ0 are distinct for µ 6= µ

0 and there are (�p1+1) · · · (�pt+1)

distinct ideals of norm m.

Proof. This follows from unique factorization of ideals [Neu99, (3.3) Theorem], the description of
prime ideals in Proposition-Definition 3.4 and the multiplicativity of the absolute norm.

Next, we introduce the notion of a primitive ideal. These ideals turn out to be connected to
the primitive integer solutions of x2 + xy � y

2 = m.

Definition 3.6. (Rephrased from and equivalent to [Coh78, Definition 14.11].) We call an ideal
I ✓ OQ(

p
5) a primitive ideal if for all prime numbers p we have pOQ(

p
5) - I, i.e. I * pOQ(

p
5).

The next lemma gives an equivalent description of a primitive ideal which will be used in the proof
of Lemma 3.8.

Lemma 3.7. An ideal I ✓ OQ(
p
5) is a primitive ideal if and only if

• q25 - I,
• 8q prime such that q ⌘ 2, 3 mod 5 we have (q) - I, and
• 8p prime such that p ⌘ ±1 mod 5 we have qp - I or q̄p - I.

Proof. For an ideal I we have (p) | I if and only if (p) appears in the unique factorization of
I. Thus, the result follows from unique factorization of ideals [Neu99, (3.3) Theorem] and the
description of prime ideals in Proposition-Definition 3.4.

Next we describe all primitive ideals of a fixed norm.
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Lemma 3.8. (Primitive ideals in OQ(
p
5)). Let m 2 Z>0 with prime factorization

m = 5�5p
�p1
1 · · · p

�pt
t

q
�q1
1 · · · q

�qs
s ,

for some �⇤ 2 Z�0 and with distinct primes pi ⌘ ±1 mod 5, and qi ⌘ 2, 3 mod 5. If s > 0 or
�5 � 2, then there are no primitive ideals of absolute norm equal to m. Otherwise, s = 0 and
�5  1 and the primitive ideals of absolute norm equal to m are the ideals of the form

q�5
5 q

µp1
p1 q̄

µ̄p1
p1 · · · q

µpt
pt q̄

µ̄pt
pt ,

for µpi , µ̄pi 2 {0,�pi} and µpi + µ̄pi = �pi. Moreover, in that case there are 2t distinct primitive
ideals.

Proof. By Corollary 3.5 the ideals in OQ(
p
5) are of the form I

(m)
µ with µ⇤, µ̄⇤ 2 Z such that

µpj + µ̄pj = �pj and when �qj are even. By Lemma 3.7 such an ideal is a primitive ideal if and
only if

• q25 - I, so we need �5  1,

• 8q prime such that q ⌘ 2, 3 mod 5 have (q) - I, so we need that the corresponding �⇤ are 0,
and

• 8p prime such that p ⌘ ±1 mod 5 have qp - I or q̄p - I. For this we need µpi , µ̄pi 2 {0,�pi}.

Moreover, in that case there are 2t such ideals as there are 2t choices for µpj , µ̄pj 2 {0,�pj} to
satisfy µpj + µ̄pj = �pj .

3.F. Solvability and solutions

In this section we describe the connection between the (primitive) integer solutions to x2+xy�y
2 =

m and the (primitive) ideals in OQ(
p
5). We start by observing that if (x, y) is an integer solution to

x
2+xy� y

2 = m, then also (u, v) := (x+ y, x+2y) is one. Indeed, these two solutions are related.
Observe that we have (u, v)T = A

�1
1 (x, y)T and (x, y)T = A1(u, v)T = (2u� v,�u+ v). Also note

that (x+ y, x+ 2y) = (x, y)� (1, 1) where (1, 1) corresponds with (3.3) to 1 + � 2 OQ(
p
5). In this

sense the solutions (x, y) and (u, v) are connected. This motivates an equivalence relation on the
solution set PZ(m) which will be used to derive Theorem 3.13. We show more ways to understand
this in Section 4.

Definition 3.7. For any fixed m 2 R we define an equivalence relation ⇠ on the solutions set
PZ(m) by

(x, y) ⇠ (u, v) :, 9⇠ 2 {±1}, k 2 Z : u+ v� = ⇠(x+ y�)�2k. (3.4)

In the same way we define an equivalence relation on the primitive integer solution set Ppr

Z (m),
and also denote it by ⇠. Equivalence classes are indicated with square brackets as usual.

Remark 3.9. We can equivalently write the condition in equation (3.4) in two other ways as

(x, y) ⇠ (u, v) () 9⇠ 2 {±1}, k 2 Z : (u, v) = ⇠(x, y)� (1, 1)�k
,

and
(x, y) ⇠ (u, v) () 9⇠ 2 {±1}, k 2 Z :

�
u
v

�
= ⇠A

k

1

�
x
y

�
.

Remark 3.10. It is easy to verify that if (x, y), (u, v) 2 PZ(m) are such that (x, y) ⇠ (u, v),
then (x, y) 2 Ppr

Z (m) if and only if (u, v) 2 Ppr

Z (m). Hence, the relation ⇠ on Ppr

Z (m) is just the
restriction of ⇠ on PZ(m) to Ppr

Z (m).

Next, we define the norm-m-generator of an ideal, which we need in the proof of Theorem 3.13
below.
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Definition 3.8. If m 2 Z and I ✓ OQ(
p
5) is an ideal of absolute norm |m|, then we call an

element x+ y� 2 OQ(
p
5) such that I = (x+ y�) and NQ(

p
5)/Q(x+ y�) = m, a norm-m-generator

of I.

Norm-m-generators exist but to show this we need the following basic result from algebra.

Lemma 3.11. Let R be an integral domain. Then (a) = (b) if and only if b = ua for some
u 2 R

⇥.

Lemma 3.12. If m 2 Z and I ✓ OQ(
p
5) is an ideal of absolute norm |m|, then there exists a

norm-m-generator of I.

Proof. As OQ(
p
5) is a PID, we can write I = (z) for some z = a + b� 2 OQ(

p
5), i.e. a, b 2 Z.

Additionally, we have |NQ(
p
5)/Q(a + b�)| = N(I) = |m|, so NQ(

p
5)/Q(a + b�) = ±m. Moreover,

the element �z also generates the ideal I by Lemma 3.11 as � 2 O
⇥
Q(

p
5)

and it has norm

NQ(
p
5)/Q(�)NQ(

p
5)/Q(z) = (�1)NQ(

p
5)/Q(z) = ⌥m. So either z or �z is a norm-m-generator

of I.

Now we can state the key theorem of this section.

Theorem 3.13. (Equivalence classes of solutions and ideals). Let m 2 Z \ {0}. Then we have
bijections

PZ(m)/⇠ �! {Ideals in OQ(
p
5) of absolute norm equal to |m|} (a)

[(x, y)] 7�! (x+ y�) = (x+ y�)OQ(
p
5),

and

Ppr

Z (m)/⇠ �! {Primitive ideals in OQ(
p
5) of absolute norm equal to |m|} (b)

[(x, y)] 7�! (x+ y�) = (x+ y�)OQ(
p
5).

Proof. Denote the respective maps by  and  pr.

• The maps  and  pr are well defined: Let (x, y), (u, v) 2 PZ(m) such that (x, y) ⇠ (u, v). So
u+ v� = (x+ y�)(±�2k). Now, ±�2k 2 O

⇥
Q(

p
5)
, and by Lemma 3.11 we get that

 ([(x, y)]) = (x+ y�) = (u+ v�) =  ([(u, v)]).

Moreover, we have N((x + y�)) = |NQ(
p
5)/Q(x + y�)| = |m|, for (x, y) 2 PZ(m). Finally, it

remains to show that if (x, y) 2 Ppr
Z (m), then I =  

pr((x+ y�)) is a primitive ideal. Indeed,
suppose for some p prime we have (p) | I. Now, this is equivalent to p | x+ y� which in turn
is only possible if p | x, y. This contradicts gcd(x, y) = 1 as (x, y) is a primitive solution.

• We define maps ⇢ and ⇢
pr in the other direction: Let I ✓ OQ(

p
5) be an ideal of absolute

norm equal to |m|. Then by Lemma 3.12 there exists a norm-m-generator x + y� of
I. We map I to [(x, y)]. This is well defined. Firstly, we have (x, y) 2 PZ(m) as
x
2+xy�y

2 = NQ(
p
5)/Q(x+y�) = m. Next, if u+v� is another norm-m-generator of I, then

by Lemma 3.11 we get that u+ v� = (x+ y�)w for w 2 O
⇥
Q(

p
5)
. Now, as � is a fundamental

unit, we can write w = ⇠�
k for some ⇠ 2 {±1} and k 2 Z. Thus, u+ v� = ⇠(x+ y�)�k. As

NQ(
p
5)/Q(�) = �1 and NQ(

p
5)/Q(x + y�) = m = NQ(

p
5)/Q(u + v�) by the multiplicativity

of the norm we must have k = 2k0 is even. Thus, (x, y) ⇠ (u, v) and so [(x, y)] = [(u, v)].
Next, if I is a primitive ideal, then we claim that for any norm-m-generator x+ y� of I the
solution (x, y) is primitive. Indeed, suppose this is not the case. Then there exists a prime p

such that p | x, y. But then p | x+ y� so (p) | I a contradiction to I being a primitive ideal.
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• The maps are mutual inverses: Let [(x, y)] 2 PZ(m)/⇠ and I ✓ OQ(
p
5) be an ideal of absolute

norm |m|. We have
⇢( ([(x, y)])) = ⇢(I = (x+ y�)) = [(x, y)],

and if x+ y� is a norm-m-generator of I then

 (⇢(I)) =  ([(x, y)]) = (x+ y�) = I. ⇤

Using Theorem 3.13 we can determine (primitive) integer solvability of x2 + xy � y
2 = m. Thus,

we can now state and prove both Theorem 1.1 and Theorem 1.2 in the introduction.

Theorem 3.14. (Solvability). [OSIS24a, Conjecture] and [OEIS24b, “Formula”]. Let m 2 Z\{0}
with prime factorization m = 5�5p

�p1
1 · · · p

�pt
t

q
�q1
1 · · · q

�qs
s , with distinct primes pi ⌘ ±1 mod 5,

qi ⌘ 2, 3 mod 5. Then

(a) there exists an integer solution to x
2 + xy � y

2 = m if and only if all the �qi are even.

(b) there exists a primitive integer solution to x
2 + xy� y

2 = m if and only if �5  1 and s = 0.

Proof. We note that PZ(m) 6= ; if and only if PZ(m)/⇠ 6= ; and analogously Ppr
Z (m) 6= ; if and only

if Ppr
Z (m)/⇠ 6= ;. Thus, the result follows using Theorem 3.13, Corollary 3.5 and Lemma 3.8.

Theorem 3.13 also allows us to describe the solutions as follows. Every ideal I of absolute norm
|m| corresponds to the equivalence class of integer solutions to x

2 + xy � y
2 = m given by any

norm-m-generator x+ y� of I. Using this we get the following.

Theorem 3.15. (Solution 1). Fix m 2 Z\{0} and let x1+y1�, . . . , x`+y`� be norm-m-generators
of each of the ` ideals in OQ(

p
5) of absolute norm |m|. Then PZ(m) is the disjoint union of the

sets
{⇠(xi, yi)� (1, 1)�j : j 2 Z, ⇠ 2 {±1}}, for i = 1, . . . , `.

Moreover, if without loss of generality x1 + y1�, . . . , xk + yk� are the norm-m-generators of the
absolute norm |m| primitive ideals, then Ppr

Z (m) is the disjoint union of the sets

{⇠(xi, yi)� (1, 1)�j : j 2 Z, ⇠ 2 {±1}}, for i = 1, . . . , k.

Proof. As ⇠ is an equivalence relation, the set PZ(m) is the disjoint union of the ⇠ equivalence
classes. Now, by Theorem 3.13 each equivalence class is represented by any norm-m-generator
x+y� of the corresponding (primitive) ideal. Finally, for any other element (u, v) of the equivalence
class we have by definition

u+ v� = ⇠(x+ y�)�2j ,

for some ⇠ 2 {±1} and j 2 Z. Now, �2 = �+1 so we can write u+v� = ⇠(x+y�)(1+1�)j . Using
the bijection (3.3) this corresponds to (u, v) = ⇠(x, y) � (1, 1)�j , and so the equivalence class of
(x, y) is

{⇠(x, y)� (1, 1)�j : j 2 Z, ⇠ 2 {±1}}

which is of the desired form and the result follows.

We can also see the solutions as “built up” based on the prime factorization of m as follows.

Theorem 3.16. (Solution 2). Let m 2 Z\{0}with prime factorization m = 5�5p
�p1
1 · · · p

�pt
t q

�q1
1 · · · q

�qs
s ,

with primes pi ⌘ ±1 mod 5, qi ⌘ 2, 3 mod 5.

(a) If for some i the exponent �qi is odd, then there are no integer solutions to x
2 + xy � y

2 = m.
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(b) Otherwise, all prime factors qi have even exponents. In this case the integer solutions to x
2+xy�y

2 =
m are (x, y) 2 Z2 of the form

z
(m)
µ,k := (x5, y5)

��5 � (xp1 , yp1)
�µp1 � (xp1 , yp1)

�µp1 � . . .� (xpt , ypt)
�µpt � (xpt , ypt)

�µpt

� (q1, 0)
��q1/2 � . . .� (qs, 0)

��qs/2 � (0, 1)�� � (1, 1)�k
,

where µpi , µpi
2 Z \ [0,�pi ] are such that µpi + µpi

= �pi , k 2 Z and � = 0 for m > 0 and � = 1
for m < 0, and the xp, yp for p 2 {5, p1, . . . , pt} are such that xp + yp� are norm-p-generators of qp.

Moreover, z(m)
µ,k 6= z

(m)
µ0,k0 , for (µ, k) 6= (µ0

, k
0).

(c) There exist primitive integer solutions if and only if s = 0 and �5  1, and in this case they are those

z
(m)
µ,k that in addition to the requirements in (b) satisfy µpi , µpi

2 {0,�pi}, that is either µpi = 0 or

µpi
= 0.

Proof. (a) Was already shown in Theorem 3.14. (b) Writing z
(m)
µ,k

= (x(m)
µ,k

, y
(m)
µ,k

) we show that

the element x(m)
µ,0 + y

(m)
µ,0 � is a norm-m-generator of the ideal I(m)

µ . By Corollary 3.5, the ideals of

absolute norm |m| are exactly the I(m)
µ with the same conditions for µ⇤ as in (b) for the z(m)

µ,k
. Thus,

since z
(m)
µ,k

= z
(m)
µ,0 � (1, 1)k, the result then follows from Theorem 3.15. Firstly, by multiplicativity

of the norm N := NQ(
p
5)/Q and with � as in Remark 3.6 we have

N(z(m)
µ,0 ) = N(x(m)

µ,0 + y
(m)
µ,0 �)

= N(x5 + y5�)
�5

tY

i=1

N(xpi + ypi�)
µpiN(�(xpi + ypi�))

µ̄pi

sY

j=1

N(qj)
�qj /2N(��)

= 5�5

tY

i=1

p
µpi
i

p
µpi
i

sY

j=1

(q2j )
�qj /2(�1)� = m,

where in the second line we used that �(xpi + ypi�) corresponds to (xpi , ypi) and the connection
of � with multiplication in Q(

p
5) and in the third line we used that N(xp⇤ + yp⇤�) = p⇤. Next,

by Remark 3.6 we have q̄pi = �(qpi) = �((xpi + ypi�)) = (�(xpi + ypi�)), and using this, the

correspondence �(xpi + ypi�) ⌘ (xpi , ypi), and the definition of � we get

I
(m)
µ = q�5

5 q
µp1
p1 q̄

µ̄p1
p1 · · · q

µpt
pt q̄

µ̄pt
pt (q1)

�q1/2 · · · (qs)
�qs/2

= (x5 + y5�)
�5

tY

i=1

(xpi + ypi�)
µpi (�(xpi + ypi�))

µ̄pi

sY

j=1

(qj)
�qj /2(��)

=
⇣
(x5 + y5�)

�5

tY

i=1

(xpi + ypi�)
µpi�(xpi + ypi�)

µ̄pi

sY

j=1

(qj)
�qj /2(��)

⌘
=

�
x
(m)
µ,0 + y

(m)
µ,0 �

�
.

Altogether, x(m)
µ,0 + y

(m)
µ,0 � is a generator of I(m)

µ and by the first computation above it has norm m.

For (b) it remains to show that z
(m)
µ,k

6= z
(m)
µ0,k0 for (µ, k) 6= (µ0

, k
0). Indeed, suppose z

(m)
µ,k

= z
(m)
µ0,k0 .

Then
I
(m)
µ = (z(m)

µ,k
) = (z(m)

µ0,k0) = I
(m)
µ0 ,

which by unique factorization of ideals ([Neu99, (3.3) Theorem]) is only possible for µ = µ
0. Next,

we also need k = k
0 as ��z(m)

µ,k

�� =
��z(m)

µ,0

�� |�|2k+� and |�| > 1,

so all the absolute values are distinct for k distinct.
(c) If s = 0 and �5  1, then the primitive ideals are the I

(m)
µ with µpi + µpi

2 {0,�pi}. Their

generators correspond to the z
(m)
µ,k

with µpi + µpi
2 {0,�pi} by the above computation.
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4. Generating integer solutions

In Section 3 we have seen that if (x, y) is an integer solution to x
2 + xy � y

2 = m, then other
solutions can be obtained by

(x0, y0) = ⇠(x, y)� (1, 1)�k

for ⇠ 2 {±1} and k 2 Z. For ⇠ = 1 and k = �1 this is

(x0, y0) = (x, y)� (1, 1)�(�1) = (2x� y,�x+ y),

which corresponds to multiplying (x, y) by the matrix A1. The parametrisation from Section 2 has
the following property.

Proposition 4.1. Let � = (1 +
p
5)/2. Then

A1Pm(s, t) = Pm(s, t� 2 ln�) if m > 0, A1Pm(s, t) = Pm(s, t+ 2 ln�) if m < 0,

A
�1
1 Pm(s, t) = Pm(s, t+ 2 ln�) if m > 0, A

�1
1 Pm(s, t) = Pm(s, t� 2 ln�) if m < 0.

Proof. It is straightforward to verify the relations when the hyperbolic functions are expressed by
the exponential function.

Thus, if there exists an integer solution to x
2 + xy � y

2 = m, then there must be an integer
solution in any set

Jm(a) := Pm ( [a, a+ 2 ln(�)) ) = {Pm(t) : a  t < a+ 2 ln(�)}

for a 2 R. Indeed, let more generally (x, y) 2 PR(m). Then using the parametrisation from
Section 2 we can write (x, y) = Pm(s, t) for unique s 2 {±1} and t 2 R. Then by Proposition 4.1
we have

sA
⇠k

1

�
x
y

�
2 Jm(a) for k =

�
t� a

2 ln(�)

⌫
, and ⇠ =

(
+1 if m > 0,

�1 if m < 0.

In particular, if (x, y) 2 PZ(m), then also A
⇠k

1

�
x
y

�
2 PZ(m) because A1 and all its integer powers

have integer coe�cients (observe that det(A1) = 1 so A
�1
1 also has integer coe�cients). Using this

“interval” observation we obtain the following.

Proposition-Definition 4.2. Fix m 2 R \ {0}.

• If m > 0 and PZ(m) 6= ;, then

Fm := PZ(m) \

✓
[2

r
m

5
,
p
m]⇥ [0,

p
m)

◆
6= ;.

• If m < 0 and PZ(m) 6= ;, then

Fm := PZ(m) \

✓
(�

p
m, 0]⇥ [2

r
m

5
,
p
m]

◆
6= ;.

Moreover, for any m 2 R \ {0}, we have

PZ(m) =
G

(x,y)2Fm

{±A
k

1(x, y)
T : k 2 Z},

with a disjoint union as indicated by t. That is, any integer solution to x
2 + xy � y

2 = m is of
the form (u, v)T = ±A

k
1(x, y)

T , for a unique (x, y) 2 Fm. In other words, the set Fm contains
exactly one representative for each equivalence class of solutions with respect to the relation ⇠ as
in Definition 3.7.
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Proof. As usual we start with the case m > 0. We first claim that

Fm = PZ(m) \ {Pm(t) : t(+)
Y=0  t < t

(+)
X=Y

}, (4.5)

where t
(+)
Y=0 = � ln(�)/2, t(+)

X=Y
= 3/2 ln(�) are as in Proposition-Definition 2.1 that is we have

Pm(t(+)
Y=0) = (

p
m, 0) and Pm(t(+)

X=Y
) = (

p
m,

p
m). This follows from Proposition-Definition 2.1

and Lemma 2.2. Now, using (4.5) and the interval observation above we get that if (x, y) 2 PZ(m)
there exist unique s 2 {±1} and k 2 Z such that

sA
k

1

�
x
y

�
2 Fm, (4.6)

where we use that t
(+)
X=Y

� t
(+)
Y=0 = 2 ln(�) so the “interval” [t(+)

Y=0, t
(+)
X=Y

) is wide enough for this
to work. In particular, this shows that PZ(m) 6= ; implies Fm 6= ;. On the other hand, we can
rewrite equation (4.6) by multiplying on both sides with A

�k

1 to get PZ(m) 3
�

x
y

�
= sA

�k

1

�
u
v

�
, for

an also unique (u, v) 2 Fm proving the last part of the proposition. For the case m < 0 we have
PZ(m) = R±PZ(�m) for the matrix R± as in Section 2 and one can check that Fm = R±F�m so
the results follow from the m > 0 case.

Next, we observe that if (x, y) 2 Z2 is a solution, then also A(⇤)
�

x
y

�
is an integer solution.

Moreover, for m 2 R>0 and any t 2 R and s 2 {±1} we have

A(⇤)Pm(s, t) = Pm(s,�t+ ln(�)). (4.7)

Proof. This can be verified similarly to Proposition 4.1 by expressing the hyperbolic functions by
the exponential function.

Keeping m > 0 we can rewrite equation (4.7) in the form

A(⇤)Pm(t) = Pm(ln(�)/2� (t� ln(�)/2)).

So we see that A(⇤) maps the interval (� ln(�)/2, 3/2 ln(�)) of PR(m) to itself. In particular,

Pm(t(m)
min = ln(�)/2) = (2

p
m

5 ,
p

m

5 ) is the midpoint of this interval so it is a fixed point of A(⇤).
With this we obtain the following.

Proposition 4.3. Fix m 2 R>0. If PZ(m) 6= ;, then

F̃
#
m := PZ(m) \

✓
[2

r
m

5
,
p
m]⇥ [0,

r
m

5
]

◆
6= ;,

and

F̃
"
m := PZ(m) \

✓
[2

r
m

5
,
p
m]⇥ [

r
m

5
,
p
m]

◆
6= ;.

For m < 0 similar results can be formulated using the relations X�|m| = �Y|m| and Y�|m| = X|m|.

Proof. We start with the case of m > 0. First note that

F̃
#
m [ F̃

"
m = Fm [ {Pm(t(+)

X=Y
) = (

p
m,

p
m)}. (4.8)

Thus, if PZ(m) 6= ;, then by Proposition 4.2 we have Fm 6= ; and hence by equation (4.8) we have

F̃
#
m 6= ; or F̃ "

m 6= ;. To finish the proof we note that A(⇤) maps F̃ #
m bijectively to F̃

"
m. To see this,

we claim that
F̃

#
m = Pm([t(+)

Y=0, t
(m)
min]), and F̃

"
m = Pm([t(m)

min, t
(+)
X=Y

]),

which can be shown similarly to the description of Fm using Pm in the proof of Proposition-
Definition 4.2. Then using the observation that A(⇤) bijectively maps Pm(t) to Pm(ln(�)/2� (t�
ln(�)/2)) we are done.
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5. Geometry of the group operation on the curve x2+ xy� y2 = m

In this section we investigate the geometry of the group operation on the curve x2+xy�y
2 = m for

fixed m 2 R \ {0} using an approach from [Lem03]. As a preparation, we start with the algebraic
description.

5.A. Algebraic definition

In this section we use the ring structure on R2 from Section 3.B in order to obtain a group operation
on the curves x2+xy�y

2 = m. Recall that the ring structure was based on the algebraic properties
of the number field Q(

p
5) as explained in Section 3.A. Fix m 2 R \ {0}. For A,B,N 2 PR(m) we

define

A�
Alg
N

B := A�B :⇤N. (5.9)

Proposition 5.1. The operation (5.9) is well defined and A�
Alg

N
B 2 PR(m). For fixed N 2 PR(m)

the tuple (PR(m),�Alg

N
, N) is an abelian group with neutral element N .

Proof. First, as m 6= 0 there exists an inverse for N with respect to � so “ :⇤N” is well defined.
Next, by multiplicativity of the norm (Lemma 3.2) we have

N(A�B :⇤N) = N(A)N(B)/N(N) = m ·m/m = m,

and hence A�
Alg
N

B 2 PR(m).
By the results from Section 3.B, we know that (R2

\PR(0),�) defines an abelian group. Thus,
the second part of the proposition follows from the first part and the general group theoretic fact
that if (G, ⇤) is an abelian group and n 2 G, then (G, ⇤̃), where a⇤̃b := a ⇤ b ⇤ n

(⇤)�1, is an abelian
group with neutral element n.

We can also derive an explicit formula for A�
Alg
N

B in terms of the coordinates of A,B,N :

Lemma 5.1. (Explicit formula for �
Alg
N

). Fix m 2 R \ {0} and let A = (xA, yA), B = (xB, yB),
N = (xN , yN ) 2 PR(m). Then

A�
Alg
N

B =

=
1

m

�
xN (xAxB+yAyB)+yN (xAxB�xByA�xAyB), xN (xByA+xAyB+yAyB)�yN (xAxB+yAyB)

�
.

Proof. We have

A�
Alg
N

B = A�B :⇤N =

= (xAxB + yAyB, xByA + xAyB + yAyB) :⇤N

= (xAxB + yAyB, xByA + xAyB + yAyB)�
1

m
(xN + yN ,�yN )

=
1

m

�
xN (xAxB+yAyB)+yN (xAxB�xByA�xAyB), xN (xByA+xAyB+yAyB)�yN (xAxB+yAyB)

�
,

as claimed.
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5.B. Geometric definition

In this section we introduce the geometrically defined operation on PR(m) using the construction
found in [Lem03]. Since the curves are hyperbolas, it follows from elementary geometry that a line
in R2 intersects PR(m) in either zero, one or two points, and at any point P of PR(m) there is a
uniquely defined tangent. Using this we can geometrically define an operation �

Geo
N

on PR(m) as
given by [Lem03, Section 1.1]. We fix a point N 2 PR(m) which will turn out to be the neutral
element. Now, to add two points A,B 2 PR(m) we proceed as follows: If A 6= B, then we take
the line ` = AB connecting A and B. Then A�

Geo
N

B is the other intersection with PR(m) of the
line `N which is parallel to ` and going through N . This case is illustrated in Figure 2 on the
left. If A = B, then we take the tangent t to PR(m) at A as the line `. Then A �

Geo
N

A is the

Figure 2: On the left: Geometric construction of A �
Geo
N B for B 6= A. The red lines are the

line ` = AB and the parallel line `N through N . On the right: Geometric construction of
A�

Geo
N A. The blue lines are the tangent ` at A and its parallel through N .

other intersection with PR(m) of the parallel line `N to ` = t going through the point N . This
case is depicted in Figure 2 on the right. It turns out that (PR(m),�Geo

N
, N) is an abelian group

(see [Shi09] or [Lem03]). The key observation is the following.

Proposition 5.2. The geometric operation �
Geo

N
agrees with the algebraic operation �

Alg

N
. In

particular, the groups (PR(m),�Geo

N
, N) and (PR(m),�Alg

N
, N) are isomorphic.

Proof. Let A = (xA, yA), B = (xB, yB), N = (xN , yN ) be points on PR(m). Then the coordinates,

say (xC , yC), of C := A �
Alg
N

B are given by Proposition 5.1. The point C is a point on PR(m).
So, for A 6= B, we only have to show that the lines AB and NC are parallel. Indeed, using the
formula from Proposition 5.1 and that x2

P
+ xP yP � y

2
P
= m for P 2 {A,B} as A,B 2 PR(m), a

short calculation shows that
(
(yA � yB)(xN � xC) = (xA � xB)(yN � yC) if C 6= N,

rf(xN , yN )(xA � xB, yA � yB)T = 0 if C = N,

where rf(x, y) = (2x + y, x � 2y) is the gradient of f(x, y) = x
2 + xy � y

2 at the point
(x, y). For the case A = B 6= N we have to show that the scalar product of the vectors
rf(xA, yA) = (2xA + yA, xA � 2yA) and (xN � xAB, yN � yAB) vanishes. A short calculation
using that x2

A
+xAyA� y

2
A
= m confirms this. In the remaining case A = B = N we have for both

operations N �
Alg
N

N = N �
Geo
N

N = N .

5.C. Parametric definition

In this section we explain another definition of an operation on the set PR(m) that turns out to be
equivalent to the algebraic and the geometric definitions in the two previous sections. Recall that
the group operation on an elliptic curve is compatible with its parametrisation by the Weierstrass
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}-function. We only have to slightly modify the parametrisation of PR(m) which we introduced
in Section 2 to obtain a similar result for the group operation on the hyperbolas. Recall that
the function Pm : {±1} ⇥ R ! PR(m), (s, t) 7! sPm(t) is a bijection. Choose � and ⌧ such that

Pm(�, ⌧) = N and consider the reparametrisation pm = p(N)
m given by pm(s, t) := Pm(s�, t + ⌧).

Then the operation �
Par
N

is given by

pm(sA, tA)�
Par
N pm(sB, tB) := pm(sAsB, tA + tB).

Proposition 5.3. The tuple (PR(m),�Par

N
, N) is an abelian group with neutral element N =

pm(1, 0). The inverse of pm(sA, tA) is given by pm(sA,�tA). Moreover, the parametric operation
�

Par

N
agrees with the geometric operation �

Geo

N
. In particular, the group (PR(m),�Par

N
, N) is

isomorphic to the groups (PR(m),�Geo

N
, N) and (PR(m),�Alg

N
, N).

Proof. The fact that (PR(m),�Par
N

, N) is an abelian group with indicated neutral and inverse
element is obvious. It remains to prove that the operations (PR(m),�Par

N
, N) and (PR(m),�Geo

N
, N)

are the same. We proceed as in the proof of Proposition 5.2: Let A = p(sA, tA) =: (xA, yA), B =
p(sB, tB) =: (xB, yB), N = p(sN , tN ) =: (xN , yN ) be the points on PR(m). Then the coordinates
of C := A �

Par
N

B are given by C = p(sAsB, tA + tB) =: (xC , yC). For A 6= B, we have to show
that the lines AB and NC are parallel. Indeed, using the definitions from Section 2 and writing
p using exponential functions, one can show that

(
(yA � yB)(xN � xC) = (xA � xB)(yN � yC) if C 6= N,

rf(xN , yN )(xA � xB, yA � yB)T = 0 if C = N.

For the case A = B 6= N , we again have to check that the scalar product of the vectors
(2xA + yA, xA � 2yA) and (xN � xAB, yN � yAB) vanishes. A short calculation confirms this.
The case A = B = N is again trivial.

5.D. Definition using areas

In this section we give another geometrically defined operation on PR(m) which also turns out to
be equivalent to the previous definitions. For this we consider triangle areas in the plane R2 with
corners (0, 0) and two other points P,Q on PR(m). Recall that the oriented area of a triangle with
corners O = (0, 0), P = (xP , yP ) and Q = (xQ, xQ) 2 R2 is given by

AO(P,Q) :=
1

2
det

✓
xP xQ

yP yQ

◆
=

1

2
(xP yQ � xQyP ).

For given m we consider points P,Q 2 PR(m). If we fix P then the value of the oriented area
of the triangle 4OPQ increases monotonically from �1 to +1 when Q moves along a branch
of the hyperbola. This follows from elementary geometry when we consider the fixed line OP as
base of the triangle. In particular, for any given value a we find a unique point Q1 on one branch,
and a unique point Q2 on the other branch such that the oriented area of 4OPQi equals a. More
precisely, we have the following.

Proposition 5.4. Let A,B,N 2 PR(m). Then there is a unique point C such that

AO(N,A) = AO(B,C) and AO(C,A) = AO(B,N), and (5.10)

additionally C lies on the same branch as N if A = B. Moreover, the lines AB and NC are
parallel.
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Proof. First of all, we show that the point D := (xD, yD) := A�
Geo
N

B defined by the help of the
parallel lines AB k ND has the property (5.10) of the point C (see Figure 3). That is we show
that

1

2
(xNyA � xAyN ) =

1

2
(xByD � xDyB) and

1

2
(xDyA � xAyD) =

1

2
(xByN � xNyB), (5.11)

and that D lies on the same branch as N if A = B. Now, by Proposition 5.2 we have
D = A �

Alg
N

B so in particular, we can use the formula from Proposition 5.1 to compute the
coordinates of D = (xD, yD) in terms of the coordinates of the points A = (xA, yA), B = (xB, yB)
and N = (xN , yN ). Using the formula from Proposition 5.1 a short calculation confirms both
equalities in (5.11). Actually, the second equality easily follows geometrically from the first
one, since the triangles 4NDA and 4NDB have the same oriented area. If A = B, then
D = A �

Alg
N

A = A � A :⇤ N so D lies on the same branch as A since the branch of A (which is
given by its sign when written in the form ±Pm(tA)) “cancels” and the branch of N “remains”.

O

B

N

A

D

Figure 3: The triangles 4ONA and 4OBD have the same oriented area. Also the triangles
4ODA and 4OBN have the same oriented area.

To finish the proof we have to show for the case A 6= B that on the other branch than the one
on which we found D there is no point which satisfies the same equalities. To see this, we argue
as follows. There is a unique point D0 on the same branch as D such that

AO(N,A) = �AO(B,D
0) = AO(B,�D

0),

where �D
0 is on the other branch. Similarly, there is a unique point D00 on the same branch as D

such that
AO(B,N) = �AO(D

00
, A) = AO(�D

00
, A),

where �D
00 is on the other branch. However, since D

0 and D
00 are clearly di↵erent points, the

equalities AO(N,A) = AO(B,�D
0) and AO(B,N) = AO(�D

0
, A) cannot hold simultaneously.

By Proposition 5.4 we can now define

C := A�
Area
N B,

where C is the unique point characterized by (5.10). In particular, it follows directly from
Proposition 5.4 that the operation �

Area
N

agrees with the operation �
Geo
N

and we have the following.
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Theorem 5.2. Let m 2 R \ {0}. Then for any P,Q,N 2 PR(m) we have

P �
Geo

N Q = P �
Alg

N
Q = P �

Par

N Q = P �
Area

N Q,

that is the operations �
Geo

N
, �

Alg

N
, �

Area

N
, and �

Par

N
coincide on PR(m). Moreover, for all four

operations (PR(m),�⇧
N
, N) is an abelian group isomorphic to ({±1}, ·)⇥ (R,+).

Using this we can prove the special case of Theorem 1.4 for the hyperbola x
2 + xy � y

2 = m.

Corollary 5.5. Special case of [Shi09, p. 6 Conclusion]. (PR(m),�N , N) is an abelian group
isomorphic to (R⇥

, ·).

Proof. By Theorem 5.2 we have (PR(m),�N , N) ⇠= ({±1}, ·)⇥ (R,+) as groups. The result follows
by combining isomorphisms as we also have ({±1}, ·)⇥ (R,+) ⇠= (R⇥

, ·) via the isomorphism

⇢ : ({±1}, ·)⇥(R,+) ! (R⇥
, ·), (�, ⌧) 7! �e

⌧
. ⇤

5.E. Parametrising rational solutions

We note that we can restrict the operation � to the set PQ(m) of rational solutions to x2+xy�y
2 =

m. Indeed, this follows from the explicit formula for �
Alg
N

(Proposition 5.1) as they only add
subtract, multiply or divide the coe�cients and so the result is rational if the coe�cients are
rational.

Using a standard technique we can parametrise the rational solution set PQ(m). Indeed, if
P = (xP , yP ) 2 PQ(m) then we can consider lines ` : y = yP + t(x � xP ) passing through P with
rational slope t. Introducing this in the equation x

2 + xy � y
2 = m and using the fact that xP is

a solution, the quadratic equation reduces to a linear one and we find for the second intersection
of ` with the hyperbola

(x, y) =

✓
(t2 + 1)xP + (1� 2t)yP

t2 � t� 1
,
(t2 + 2t)xP � (t2 + 1)yP

t2 � t� 1

◆
, (5.12)

for a 2 Q. Similarly, for the line ` : x = xP , we get the point

(x, y) = (xP , xP � yP ). (5.13)

Vice versa, it is clear that every line through (xP , yP ) and a rational point (x, y) on the hyperbola
x
2 + xy � y

2 = m has either rational slope t or x = xP . Hence, we have the following.

Proposition 5.6. If (xP , yP ) is a rational point on the hyperbola x
2 + xy � y

2 = m, then every
rational point (x, y) on the hyperbola is given by (5.12) for rational t or by (5.13).

5.F. Restricting to integer solutions

In this section we discuss what happens when adding integer solutions with the operation �. In
general it is not the case that if P,Q,N 2 PZ(m), then P �N Q 2 PZ(m). For instance, consider
m = 11 and the points P = (5, 7), Q = (4,�1), N = (3, 1) 2 PZ(11), then for example using
the formula in Lemma 5.1 we have P �N Q =

�
36
11 ,

35
11

�
/2 PZ(m). We can better understand this

using Proposition 4.1 and Proposition 4.2. Indeed, by Proposition 4.1 and using the parametric
definition of � for ti 2 R, ki 2 Z we have

A
k1
1 Pm(t1)�

A
kN
1 Pm(tN )

A
k2
1 Pm(t2) = Pm(t1 � k1�m)�Pm(tN�kN �m) Pm(t2 � k2�m)

= Pm (t1 + t2 � tN � (k1 + k2 � kN )�m) ,

where �m = 2⇠m ln(�) for ⇠m as in Proposition 4.1. Next, by Proposition 4.2 any integer solution
is uniquely of the form ±A

k
1

�
u
v

�
for (u, v) 2 Fm. Using the parametrisation from Section 2
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we can write Fm = {Pm(T1), . . . , Pm(T`)}, for ` = |Fm| and Ti distinct. Hence, the point
R = A

k1
1 Pm(t1)�

A
kN
1 Pm(tN )

A
k2
1 Pm(t2), is an integer solution if and only if t1+t2�tN ⌘ Tj mod |�m|

for some j as then R is obtained from Pm(Tj) using the matrix A1. In particular, this is the case if
t1 = t2 = tN = Tj for some j, that is if the points P,Q,N lie in one equivalence class of solutions
for the relation ⇠ as in Definition 3.7. In other words, we have the following.

Proposition 5.7. Let P,Q 2 PZ(m). If P ⇠ Q, then P � Q 2 PZ(m) and P � Q ⇠ P,Q, where
⇠ is as in Definition 3.7.

5.G. Geometric view on the group action of PZ(1) on the set PZ(m)

By Theorem 3.4 or by geometric considerations using the operation �
Geo we see that G :=

(PZ(1),�) is an abelian group isomorphic to the group ({±1}, ·) ⇥ (Z,+). This group G acts
on the set PZ(m) as follows,

. : PZ(1)⇥ PZ(m) ! PZ(m), (U,X) 7! U .X := U �X,

where � is defined as in Section 3.B and one can directly verify that this defines a group action.
Indeed, we can view this geometrically as follows. LetX 2 PZ(m), U 2 PZ(1) and set N = (

p
m, 0).

Then, X � U = N � U �X :⇤N = (
p
mU)�Alg

N
X = (

p
mU)�Geo

N
X, by the definition of � and

using Theorem 5.2. That is, we obtain U .X by scaling U with the factor
p
m to obtain the point

p
mU and then adding this point to X using the geometric construction �

Geo
N

. This is depicted in
Figure 4. Finally, note that the orbits of the group action . are precisely the equivalence classes
of the relation ⇠ as in Section 3 and so this construction gives us a geometric view on the results
in that section.

Figure 4: Geometric construction of U .X for m = 5.
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